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Robotic Perception



Robotic Perception

• M3U (Multi-Modal Mapping Unit)

• Synchronization

• Extendable

• Multi-modal

• Multi-camera

• Application-specific sensing



M3U



M3U
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Camera Systems

• Camera Systems

• Monocular Camera Systems

• Stereo Camera Systems

• Used to correlate position against 

static environment

• Require precise calibration

• Modalities

• Visible Light

• IR

• UV



Alternative Spectra



Navigation Sensors

• Inertial Sensors:

• Accelerometers

• Gyroscopes

• Magnetometers (digital 

compass)

• Pressure Sensors

• Barometric pressure for 

altitude sensing

• Airspeed measurements



LiDAR

• Time of flight measurement

• Multiple beams

• Different fields of view



Application Specific Sensing
• Radiation Mapping

• 2x pin-diode detectors

• Mounted with a 45cm “stereo” baseline

• MCU integrates radiation pulses over time 

and sends data to the MPU

• Main processor tracks the position of the 

robot and annotates its map with the 

radiation data from the MCU

• Utilize radiation data to localize sources in 

an unknown environment

• Applications:

• Security 

• Environmental disaster monitoring

• Decommissioning nuclear facilities

Pin-Diode Detectors



Radiation Detection and Mapping



Synchronization

• IMU and Camera data is transmitted 

over USB

• Unpredictable data arrival

• Software Synchronization

• Hardware Synchronization

• Allows precise triggering



Visual Odometry

 Visual Odometry is the process of estimating the position and orientation of a

camera by analyzing a sequence of camera images.

Acquire 
Images

Undistort
Detect 

Features
Track 

Features
Estimate 
Motion

Image 1 Image 2



Visual Odometry

 Disparity is the distance by which objects shift from one image to another

 Disparity is greater for objects that are closer

 Allows stereo cameras to estimate depth without motion



Visual-Inertial Odometry

 Performance is dependent on the quality of the scene and computational 

capability of the system

 Inertial sensors provide acceleration and angular velocity at high speed

 Motion is estimated by doing integration

 Prone to drift, so not viable over longer period, but effective over short time 

frames



Visual-Inertial Odometry

 How to combine Visual and Inertial measurements in a mathematical and

probabilistic way?

 Works in a two-step manner:

 Implemented EKF propagates a linearized model using IMU measurements

as inputs and corrects prediction using vision measurements

 Estimates “State” of the robot:

X   Position, Velocity, Orientation

Take AverageTake Weighted AverageTake (Sensor Statistics) AverageFilterKalman Filter

Prediction Step:
Propagates System model and 

predicts the state of the robot.

Correction Step:
Corrects the predicted state and 

updates the covariance of state 

parameters. 

Extended Kalman Filter (EKF)





Visual-Inertial Odometry

 What can we do with this VI pipeline?

 Enables us to explore and map unknown environments

 Addresses the famous chicken and egg problem in robotics known as

“Simultaneous Localization and Mapping” (SLAM)

Where 

am I?

What’s 

around 

me?

Odometry

Feature depth information

Localization

Mapping



Visual-Inertial Odometry

 Odometry is prone to drift

 Cannot perform in visually degraded environments

 Mapping is limited by the camera’s field of view







Laser range sensors

Characteristics Picoflexx, 

Realsense

Velodyne, 

Hokuyo

Size - +

Weight - +

FOV - +

Range - +

Dense point 

cloud

+ -

Velodyne Hokuyo Realsense Picoflexx



ICP (Iterative Closest Point)



Multi-modal approach



Visual–Inertial Odometry–enhanced Geometrically Stable ICP





Thank you! 


