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Camera-based Motion Estimation

Ô Extract the camera (robot) motion through a series of

image frames



Camera-based Motion Estimation
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Epipolar Geometry

Ô Defined for two static cameras

Epipole : intersection of image plane

with line connecting camera

centers. Image of a left camera

center in the right, and vice versal

Epipolar line : set of world points that

project to the same point in the left

image, when project to the right

image forms a line

Epipolar plane : plane defined by the

camera centers and the world point.
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Fundamental Matrix

Ô Defined for two static cameras

Ô 3x3 matrix with 9 components

Ô Rank 2 matrix (due to S)

Ô 7 degrees of freedom

Ô Given a point in left camera●, the epipolar line in right camera is◊ὶ Ὂ●
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New idea

Ô We now have matched two features on the first and the right camera and we know

(believe) that they correspond to the same physical location



3D Motion Estimation

Ô Given :

Ô 2 camera images

Ô n point correspondances

Ô Wanted : Camera motion R, T (up to scale)

Ô Solutions:

Ô 8-point algorithm

Ô Normalized 8-point algorithm

Ô 6-point algorithm

Ô 5-point algorithm
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8-point Algorithm Concept

Ô Estimate the essential matrix Ὁfrom at least eight (8) point correspondences

Ô Recover the relative pose ὙȟὝfromὉ(up to scale )



Fundamental Matrix

Ô Defined for two camera frames (left and right or simply 1st and 2nd
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Ô Defined for two camera frames
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case



Fundamental Matrix

Ô Defined for two camera frames

Ô Expanding the equation for

Ô Stacking:



Fundamental Matrix

Ô Each correspondence gives us one constraint

Ô Linear systems with n equations

Ô Ὡis the null-space ofὤ

Ô Solve using SVD (assuming Ὡ᷆᷆ ρ)
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Ô Estimation is sensitive to scaling

Ô Normalize all points to have zero mean and unit covariance



Fundamental Matrix

Ô Noise in the point observations is unequally distributed in the constraints, e.g.

Ô Estimation is sensitive to scaling

Ô Normalize all points to have zero mean and unit covariance

double noise

normal noise

noise-free



Step 2: Recover R, T

Ô Note : the absolute distance between the two camera frames can never be

recovered from pure image measurements alone!

Ô We can only recover the translation╣up to scale

Ô What sensor would allow us to recover absolute scale?



Step 2a: Recover T

Ô Recall :

Ô Therefore, is in the null-space of E:
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Ô Projects a vector onto a set of orthogonal basis vectors including

Ô Zeros-out the component

Ô Rotates the other two by 90 degrees
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Step 2b: Recover R

Ô Plug this into the essential matrix equation:

Ô By identifying and , we obtain:

=

=



Step 2b: Recover R

Ô MatricesὟȟὠare not guaranteed to represent rotations (sign flip still yields a valid SVD):

Provides 4 different 

solutions



Step 2b: Recover R

Ô Matrices U, V are not guaranteed to be rotations (sign flip still yields a valid SVD):

Ô Identifying the correct solution using :

Ô Select those two solutions with

Ô Triangulate points in 3D

Ô Select the solution with the largest number of points in front of the camera



Summary: 8-point Algorithm

Ô Given : Image pair

Ô Find: Camera motionὙȟὝ(up to scale)

Ô Compute correspondences

Ô Compute Essential matrix

Ô Extract camera motion



Code Examples and Tasks

Ô Conduct Camera Calibration

Ô MATLAB: https://github.com/unr-

arl/autonomous_mobile_robot_design_course/tree/master/matlab

/localization-mapping/ekf-mono-slam

https://github.com/unr-arl/autonomous_mobile_robot_design_course/tree/master/matlab/localization-mapping/ekf-mono-slam


Find out more

Ô https://en.wikipedia.org/wiki/Structure_from_motion

Ô Visual SFM: http://ccwu.me/vsfm/

Ô R. Hartley, A. Zisserman, "Multiple View Geometry in Computer Vision,"

Cambridge University Press, 2003

Ô M.I.A. Lourakis and A.A. Argyros (2009). "SBA: A Software Package for

Generic Sparse Bundle Adjustment". ACM Transactions on Mathematical

Software (ACM) 36 (1): 1-30.

https://en.wikipedia.org/wiki/Structure_from_motion
http://ccwu.me/vsfm/


Thank you! 
Please ask your question!


