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Collaborative Visual Area Coverage

= Visual Area Coverage using a team of Aerial
Robots.

» 7D Plane to be covered.

= Nadir-looking camera




Collaborative Visual Area Coverage

= Visual Area Coverage using a team of Aerial

Robots. -X?,

= Distributed conftrol law.

= Account for the quality of observation. CS
1
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= Environment

= Aecrial Robots Team

= Sensing Performance
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Problem Statement

= Environment

» () c R? be a compact convex region under surveillance.

= Aerial Robots Team
» X, = [x;,vi,2z]%,i €L, 1, ={1,..,n} representing the position of each robot.
= q; = [x;,y:i]7, q; € Q representing the projection to surveillance space.

= 7; € [z/"™, z"%] defining minima and maxima for the alfitude of every robot

l

= Kinodynamic Model ([u; 4, u; ,] the control input of thrust/direction for each robot)
gi = Uig, qiE€Q, ug R

. min max
Go= dig el g uiz € R

= Sensing Performance



Problem Statement X,

= Coverage Quality

= f:(q):R*—[0,1] coverage quality function that depends on X;
= |t can be considered that as the altitude increases, the quality reduces.

= For each point g € Q an importance weight is assigned via the space density function

¢: Q- R encapsulating any a priori information regarding the region of interest.

= Therefore, the Coverage Quality objective is:

w2 max fi(q) ¢(q) dg.
Q i€l

= For simplicity, it is now assumed that ¢(q) = 1,Vq € Q



Sensed Space Partitioning

= Only the subset of Q sensed by the nodes is partitioned.

= Each node is assigned to a cell:

W= {qgeQ: filg) > fila), i #i}

= with the equality holding only at the boundary aW,; so that the cells W; comprise a
complete tessellation of the sensed region.



Sensed Space Partitioning

= Neighbors N; of node i
N2 {j+i:CNC £0)

= The neighbors of node i are those nodes that sense at least a part of the region
that node i senses.

= Only the nodes in N; need to be considered when creating W;



Sensed Space Partitioning

= The aforementioned is a complete tessellation of the sensed region

Uies, G
= But not necessarily a complete tessellation of Q. We denote the residual space:
0 =Q \ Ufeln Wi

= Furthermore, it is noted that the resulting cells W; are compact but not necessarily
Cconvex.

= |t is also possible that a cell W; consists of multiple disjoint regions (e.g. cell 1)



Sensed Space Partitioning

= Network’s Coverage Performance

H = z[ﬁmq) 0(q) dq

icly,




Distributed Coordination Algorithm

» Given:
dfilq)
= Kinodynamics model Uig = “f-ff[ / ni filq) dq */ 5 T
. dW;NI O W;
= Sensing performance
= Coverage criterion )y f v i (filg) = filq)) dg
J# IW;NIW;

= A gradient based control law is —
designed and utlilizes the W, = . [ / tan(a) fi(q) dg + / aQ(Q) dg +
partitioning of space and w, O
ensures monotonous increase
of the covered area. y vioni (filg) — fi(q) dq]

1 awinaw,

IW;NdE



Distributed Coordination Algorithm

= A gradient based control law is designed and utilizes the partitioning of space
and ensures monofonous increase of the covered area.

dfi
/ ni filq) dq +/ gff) dg +
W,

IW,nd &

Uig = Uig

Y ] v ni (filg) — filq)) dq]

1 awinaw,

dfi
Ui = 0O { / tan(a) fi(q) dg +/ ‘(’;EQ) dg +
IWNIE W

Y [ viw (@) -fila) da

71 awnow;

= q;, a;, Qre posifive constants and n; the outward poinfing normal vector of W;

= This control law maximizes the performance criterion monotonically @



Distributed Coordination Algorithm

= A gradient based control law is designed and utilizes the partitioning of space

and ensures monofonous increase of the covered areaq.

o » 21i(q) . ox  Jx
Uig = Uig |: / ni filq) dq +/ P dgq + U:(C]) — %{1 a);!
OW;Na & W; a;q a_{!
Z v ni (filq)—fi(q)) dq cos(k)
I# aW;naw; ni = Sln(k)
Uiz = G [ f tan(a) fi(g) dg + f agf) dq + , %
4 o o= % | =|
Iz
)3 vi-ni (fila) — fi(9)) dg
T awirow;

|-

= q;, a;, Qre posifive constants and n; the outward poinfing normal vector of W;

= This control law maximizes the performance criterion monotonically



Distributed Coordination Algorithm

= Proof:

= Evaluate time derivative of op’rimizo’rion criterion ¢
B Z cl%”
dt a o+ 9z

icl,

= The usage of a gradient based control law in the form

oA oA
Uig = Ov’f.qa—qﬁ Ujz; = Uiz 9z,
I s

= Will result in d monotonous increase in 3%



Distributed Coordination Algorithm

= Proof:

= Applying Leibnitz integral rule

dH
dqi Z[/Un,f,( QI
i€l oW
= /U ni filq) dq +/ f’ dq+
IW;
;l/vn;fj d+/ aq, q]
a . .
;(Q) g—qa q < 8WJ, I,] € [n



Distributed Coordination Algorithm

=» Proof:
» Since: e 0
dqi
= we obtfain:
0 : d fi
= /UF ni fi(q) dg +/ ) 4+
dqi dqi
IW; W;
) ] vj nj fiq) dq
J# IW;

= The three terms indicate how a movement of node i affects the boundary of its cell and
the boundaries of the cells of other nodes.

= Only the cells W; which have a common boundary with W; will be affected therefore
giving rise to a distributed control law.



Distributed Coordination Algorithm

= Proof:

= The boundary dW; can be decomposed in disjoint setfs as
W, = {BMOaQ}U{QMOaﬁ}U{U(aW,-maWJ,-)}
J#
= These sets represent the parts of dW; that lie on the boundary of Q, the boundary of the

node’s sensing region and the parts that are common between the boundary of the
cell of node i and those of other nodes.

Y LOCY oW, nan

WU, OW;
1OWn) Uy OW W, N 90

—

oW; decomposition into
disjoint sefts.



Distributed Coordination Algorithm

= Proof:

= At g € dQ it holds that vf = 0,,, since we assume the region of interest to be static.

= Additionally, since only the common boundary dw; n dW; of node i with another node |
is affected by the movement of node i, %—f can be simplified as

IH P 2fi(q)
g f v; ni filq) dg +f 94 dq +
IW,NI O Wi
Y [ vimiile) dg +
T awinow;
)y / vj nj filg) dg.
7 awinaw;



Distributed Coordination Algorithm

= Proof:

= Because the boundary aW; n dW; is common among nodes i and j, it holds true that vj" =
v} when evaluated over it and that n; = —n;.

= Finally, the sums and the integrals within then can be combined, producing the final
form of the planar control law

oA dfi
= f ni fi(q) dq +/ / @ dq +
dqi Iq;

IW;Nd O W;

Y [ v (i@-fi@) da

T2 gwinaw;

1>

= Similarly, by using the same aW; decomposition and defining vj- (q) g—g, g€ IW;, i,j€Ely.

the altitude conftrol is:



Distributed Coordination Algorithm

= Proof:

| >

= Similarly, by using the same aW; decomposition and defining v} (q) g—" qe W, i,j€El,.

the altitude conftrol is:

dH df;i
5 = / tan(a) fi(q) dq +/ giq) dg +
! IWiNd O W

Y [ viw (o) -1ia) dg

J#i E)thf)Wi



Distributed Coordination Algorithm

» The cell W; of node i is affected by its neighbors N; therefore resulting in a
distributed control law.

= The finding of the neighbors N; depends on their coordinates X;,j € N;.

= The computation of the N; set demands node i to be able to communicate with
all nodes within a sphere centered around X; and radius rf

4 3 c min 2 2 min 2
xx r; = max-y 2z; tana, (z;+z tan~a+ (z—z :
x 9 (zi+ 2" tan® a + (z_zmax)z}




Distributed Coordination Algorithm

= Stable Alfitude:
= The alfitude conftrol law u;, moves each robotf towards an alfitude in which u;, =0
which corresponds to an equilibrium point for that particular node.

= This is called the “stable altitude? And it is the solution wrt z; of the equation:

U, = 0=
[ wn(a) filg) dg + [ “4L dg +
IWNI O W,
Y [ vi-ni (filg)—filq)) dg=0.
J#i aVV,‘ﬂaWj

= Both integrals over oW; are non-negative, whereas the integral over W; is negative since
coverage quality decreases as alfitude increases.

= The stable altitfude is not common among nodes as it depends on one’'s neighbors N;
and is not constant over time since the neighbors change over time.



Distributed Coordination Algorithm

= Optimal Altitude:

= We call optimal altitude z°Pt the altitude a node would reach if:
= |t had no neighbors and

= No part of W; on 01Q.

/tan(a) fi(q) dqg +/8];,£1q) dqg=20

8C;? W,

= We denote the sensing region of a node i at z°Pt as C?

P opt ANd the value of the criterion when all
nodes are located at z°Pt as opt



Coverage Quality Functions

= The function f;,i € I, is required to have the following properties:
= fi(q) =0,vq € 9C;

ft(Q) ang &84 fi(q)

= f.(q) is first order differentiable with respect to q; and z;, or =—= 5 exist within ¢7

qi Zj
= f.(q) is symmetric around the z-axis

= f.(q)is a decreasing function of z;

= fi(q) is a non-increasing function of [[q — g;||

= fi(q:) =1 when z; =z™" and fi(q;) = 0 when z; = z"%*



Coverage Quality Functions

» Specific Case: Decreasing Coverage Quality as distance increases

= Coverage quality of a point q € ¢} is maximum directly below the node and decreases
as ||lg — g;|| increases.

= One such function is an inverted paraboloid whose maximum value depends on z; and
could be defined as

[1_ [ -'l_b ]2 [(.X—Xj)2+(y—yi)2]] t_u’ qu.is

0, q¢C

= where b € (0,1) is the coverage quality on adC¢;7 as a percentage of the coverage
quality on g; and fi* is the uniform coverage quality function defined previously and is
used to set the maximum value of the paraboloid.



Simulation Example




Applications in DDD-Robotics

= Nuclearized Robotics: Rapid search for illicit nuclear radiation source detection
= Possibly change the performance function.
= More difficult problem because no prior knowledge of source location.
= Can be approached rather exhaustively with a small “coverage” radius.

= Search and Rescue Robotics: Rapid surveying of earthquake zone

= Security Robotics: Surveillance in remote areas

= Critical aspect to account for updates of the environment through re-calculating the
weights over the plane of coverage.



Definition of Semester-Long Project Goals

= Nuclearized Robotics

= Task 1: Nuclear Source Localization exploiting Multi-Detector Information and
Visual/Depth Cues

= Task 2: RotorS-Nuclearized Robotics
= Multi-Robot Coverage

= Task 1: Radiation Field Estimation

= Task 2: Multi-Robot Area Coverage in 2D and 3D
= Rapid Remote Access in DVE Environments

= Task 1: Ground Rover Platform for Remote Access

» Task 2: DVE SLAM onboard a Ground and Aerial Robotic Platform
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