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Modeling the Mechanisms of Human Visual Attention  

towards Objects of Interest 
 

Abstract: This project aims to model the 

mechanisms of human visual attention 

(bottom-up and top-down) towards 

objects of interest within the framework of 

inspection operations. To that end, this 

project shall exploit specialized glasses that 

capture the human gaze and localize 

where it points on a camera frame. By 

building a dataset appropriate for 

supervised learning a computational 

approach to model how inspectors attend 

and assess objects and structures of interest 

shall be developed. 

Tasks:  

● Study the mechanisms of human attention and the corresponding visual saliency models for 2D 

images or static camera video. 

● Identify the recent niche literature on visual saliency for moving cameras. 

● Study the mechanisms of human attention when navigating in indoor and/or outdoor environments 

with the goal to attend to known classes of objects of interest. 

● Propose a novel computational model that captures the behavior of human visual attention to 

objects of interest. 

● Implement such a model algorithmically and deploy it on data coming from a camera for which its 

odometry in the environment is known.  
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