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Abstract: Information compression methods employ various approaches to achieve their goal and among others may 

allow the identification of the most salient features in the input data. In this project we want to use information 

compression over LiDAR data not only to reduce the input size but simultaneously achieve implicit identification and 

selection of the most (geometrically) salient features in the scene. Accordingly, this can support critical robotic tasks 

including that of Simultaneous Localization And Mapping (SLAM) especially in areas with weak geometries (e.g., road 

tunnels). The “palette” of methods considered includes both so-called “traditional techniques” (e.g., exploiting the 

wavelet transform on depth images, OpenCTM on 3D triangle meshes) either lossless or lossy, as well as neural networks-

based techniques such as (variational) autoencoders.  

        

Left: 480x270 depth image, Right: Reconstructed image from compressed latent space involving only 128 variables. 

 

Tasks: 

• Study of literature in order to understand the problem of ghost nets. 

• Develop vision-based method and system for the detection and classification of ghost nets. 

• Develop a (set of) robotic manipulator(s) to a) cut ghost nets, and b) attach balloons for them to be lifted.  

• Develop a duo of robotic systems for ghost net detection, cutting and retrieval with the robotic units being tugged 

by a larger vessel on the surface of the sea.  
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