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Abstract:  

Exploiting aerial robots in unknown complex 

environment requires using onboard sensors, 

such as lidars or depth cameras, to generate 

safe motions which account for observed 

obstacles. However, the analytical 

evaluation of safety of all possible 

trajectories cannot be performed. Pre-

sampled motion primitive libraries can be 

used to reduce the number of trajectories to 

evaluate, but the problem is still too complex 

to solve analytically, since it relies on building 

an accurate volumetric map of the 

environment from sensor data. 

This project and thesis aim to investigate the 

use of reinforcement learning (RL) to tackle 

the problem of collision-free navigation to 

predict control-action sequences or 

trajectories. While supervised learning has 

been leveraged to evaluate a safety 

criterion on pre-sampled trajectories directly 

exploiting the sensor data, it requires a 

labeling process which can be 

cumbersome and limits the generalization of the learned policy. On the other hand, RL 

has been widely employed toward safe navigation over the past few years and seems 

to provide better generalization capabilities and a smaller sim-to-real gap. 

Tasks:  

• Survey RL-based methods for collision-free navigation 

• Become familiarized with deep learning and simulation tools 

• Propose and implement a RL method to address this problem 

• Benchmark such method with some supervised-learning counterparts and 

evaluate their pros and cons 

• Evaluate proposed methods on simulated robots and test them on a real GPU-

equipped drone. 
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